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Abstract. Data science has maintained its popularity for about 20
years. This study adopts a bottom-up approach to understand what
data science is by analyzing the descriptions of courses offered by the
data science programs in the United States. Through topic modeling, 14
topics are identified from the current curricula of 56 data science pro-
grams. These topics reiterate that data science is at the intersection of
statistics, computer science, and substantive fields.
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1 Introduction

Data science has been a buzzword in the past two decades. However, the exact
meaning of data science has never been clear. In a statement by American Statis-
tical Association (ASA), it states “there is not yet a consensus on what precisely
constitutes data science” (Van Dyk et al., 2015). Hayashi (1998) is probably the
first formal attempt to define data science although the history of data science
practice is considerably longer (Donoho, 2017; Tukey, 1962).1 He argued that
“the aim of data science is to reveal the features or the hidden structure of
complicated natural, human and social phenomena with data” and data science
consists of “design for data, collection of data, and analysis on data.” To many,
this sounds like the characteristics of applied statistics (e.g., Broman, 2013; Sil-
ver, 2013). Not surprisingly, some have also argued that data science is actually
different from statistics. For example, Dhar (2013) pointed out that data sci-
ence is different from statistics in terms of data types and skills required. The

1 Tukey has used the term “data analysis” in his writing that is conceptually similar to
what data science does. Naur (1966) coined the term “datalogy” to call “the science
of the nature and use of data” and Naur (1974) provided a more detailed treatment
of data largely from a computer science perspective.
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current view of data science aligns more closely with what Cleveland (2001) has
described – data science consists of 25% Multidisciplinary Investigations, 20%
Models and Methods for Data, 15% Computing with Data, 15% Pedagogy, 5%
Tool Evaluation, and 20% Theory. Regardless of how it is perceived, data science
is now widely accepted as its own paradigm (Hey, Tansley, & Tolle, 2009).

Many data science degree programs emerged in the past few years. The Insti-
tute for Advanced Analytics (IAA) at North Carolina State University tracks the
master’s degrees in Data Science at universities based in the United States. By
its count, there are 78 data science programs in 2020.2 From a practical point of
view, it is probably more informative to understand what data science offers and
what it is constituted than its exact definition that might not be possible at all.
In the same ASA statement, Van Dyk et al. (2015) identified three foundations
to data science:

(i) Database Management enables transformation, conglomeration, and
organization of data resources.
(ii) Statistics and Machine Learning convert data into knowledge.
(iii) Distributed and Parallel Systems provide the computational infras-
tructure to carry out data analysis.

In a review of the history of data science, Donoho (2017) coined the “Greater
Data Science” field with six divisions: data exploration and preparation, data
representation and transformation, computing with data, data modeling, data
visualization and presentation, and science about data science. Some empiri-
cal studies also tried to understand what skills and knowledge are needed in
jobs (e.g., Cegielski & Jones-Farmer, 2016) and taught in degree programs (e.g.,
Gorman & Klimberg, 2014; Song & Zhu, 2016).

More recently, Fayyad and Hamutcu (2020) proposed a “Data Science Knowl-
edge Framework” aiming to support industry standardization and building mea-
surement and assessment methodologies for data science professionals. The frame-
work identified two domains in analytics and data science: Science and Math,
and Programming and Technology. Within the Science and Math domain, they
identified the following seven fields: Scientific Method, Mathematics, Computer
Science, Statistics, Operations Research & Optimization, Data Preparation and
Exploration, and Machine Learning. The Programming and Technology domain
has four fields: General Purpose Computing, Scientific Computing, Database &
Business Intelligence, and Big Data. Fayyad and Hamutcu (2020) also provided
a list of subjects for each field with example topics.

However, Fayyad and Hamutcu (2020) did not provide much empirical sup-
port to their knowledge framework. The existing empirical studies (e.g., Gorman
& Klimberg, 2014; Song & Zhu, 2016) on data science curricula were conducted
several years ago without considering the newly emerged programs. The goal of
this study is to empirically examine the current data science programs to hope-
fully better understand and define what data science is. The rest of this paper

2 We consider the data analytics and business analytics programs as different from
data science programs.
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is structured as follows. In Section 2, we present our data collection method
and data analysis procedure. In Section 3, we report the results from our data
analysis. In Section 4, we discuss our findings.

2 Methods

2.1 Data Collection

IAA keeps an up-to-date track of graduate degree programs in analytics, busi-
ness analytics, and data science offered in the US.3 From it, we identified 74
programs from 74 universities, one program from each university, with the term
“data science” in their names.4 The actual names of the programs have 17 dif-
ferent varieties such as M.S. in Data Science, M.S.E. in Data Science, M.S. in
Computational Data Science, and M.S. in Data Science and Business Analytics.
Many data science programs offer different concentrations. For example, Depaul
University started its M.S. in Data Science program in 2010 and now has four
concentrations: Computational Methods, Health Care, Hospitality, and Market-
ing.

For each program, we looked through its website and downloaded the infor-
mation on the courses offered and the description of each course in one of the
following two ways. For the majority of the programs, we used Python to down-
load the course information automatically. For the rest, we saved the information
manually.

2.2 Data Preprocessing

The 74 programs offered a total of 2,022 courses after removing the same courses
listed in different concentrations by the same programs. Different programs can
offer the courses with the same names. For example, Machine learning, Data
visualization, and Data mining are offered by 28, 19, and 18 programs, respec-
tively, with the exact same names. However, the contents taught in these courses
can be different. Only 58 of the 74 programs provided descriptions of the courses
they offered at the time of our data collection. In total, 1,383 courses were found
to have description information. For some courses, the descriptions were very
brief. For example, for one course Scripting Languages, its description was “Sur-
vey of current business analytics scripting languages.” In this study, we removed
such courses with short or uninformative descriptions, which eventually resulted
in 1,276 courses from 56 programs.

Typical text data preprocessing steps (e.g., Hickman, Thapa, Tay, Cao, &
Srinivasan, 2020; Vijayarani, Ilamathi, Nithya, et al., 2015) were taken to pre-
pare the course descriptions for further analysis. First, all words were converted
to lower cases and all numbers were removed. Second, we replaced abbreviations

3 https://analytics.ncsu.edu/?page id=4184
4 After our data analysis, IAA added four more programs from Old Dominion Univer-

sity, University of Colorado Boulder, University of Miami, and Utah State University.
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such as “GIS” with “geographic information systems”, and “ML” with “maxi-
mum likelihood” so that the same forms of terms were used in all descriptions.
Third, we combined some terms with the same or similar meaning such as both
“C” and “C++” to “cprogram” and “SQL”, “MySQL” and “NoSQL” to “sql”.
However, we did not conduct word-stemming except for changing all the words
in the plural forms to their singular forms because different forms of the words
might have different meanings. Fourth, we removed common stopwords such as
“a”, “the”, “about”, and “very”. Some frequently used words such as “students”,
“semester”, and “assignment” in course descriptions were not conventionally
considered as stopwords. However, they did not provide useful information and,
therefore, were removed before analysis.

2.3 Data Analysis

With the preprocessed data, we conducted both term frequency analysis and
topic modeling.

2.3.1 Term Frequency Analysis. We first tokenized the course descriptions
into individual words and analyzed the frequency of each word. A large frequency
shows that a word is more frequently used in the course descriptions and indi-
cates the importance of a topic that the word is associated with. After that,
we investigated the frequency of short phrases including two-word phrases such
as “data mining” and “machine learning”, three-word phrases such as “natural
language processing” and “support vector machine”, and four-word phrases such
as “Markov chain Monte Carlo” and “relational database management system”.

2.3.2 Topic Modeling. Topic modeling or topic models can be used to in-
vestigate the topics and associated words through mining text information. We
used topic modeling to identify the common topics in courses offered in data
science programs. Latent Dirichlet allocation (LDA; Blei, Ng, & Jordan, 2003)
is probably the most widely used method in topic modeling that allows the ob-
served text, in our case the course descriptions, to be explained by latent topics.
In LDA, each course description can be assumed as a mixture of a small number
of topics, and each word’s presence in the description is associated with one of
the topics.

One may argue that the name of a course would summarize the main topic
of the course. However, it is not necessarily the case based on our quick analysis
of the course descriptions. For example, a course was named “Advanced Data
Analysis.” First, the name itself was not informative. Second, its description
included topics on “data visualization techniques”, “dimension reduction tech-
niques”, and the use of “computer packages.” As we will show, these can be
viewed as three different topics. Through LDA, we explored how many common
topics the courses from many different data science programs cover.

Suppose there are a total of K topics in all courses. For a given course, it can
consist of one or all of the K topics with different probabilities. Let zkm be the
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kth (k = 1, . . . ,K) topic in the mth (m = 1, . . . ,M) course. zkm takes a value
between 1 and K. The topic from which a word n associated with is assumed to
be generated from categorical distribution

zmn ∼ Cat(θm)

with the topic probability θm = (θm1, θm2, . . . , θmK)′ for the course m. Note

that
∑K

k=1 θmk = 1. For example, if there are two topics, K = 2. Let wmn, n =
1, . . . , Nm,m = 1, . . . ,M , be the nth word and Nm be the total number of words
in the mth course description. wmn would take a value between 1 and V with V
being the total number of unique words used in all the course description. LDA
specifies that

wmn|zmn = k ∼ Cat(βk)

where βk = (βk1, βk2, . . . , βkV )′ is the probability that a word is used given the
topic k is discussed in a course.

The parameters θ and β in LDA models are typically not known and need to
be estimated. Both frequentist and Bayesian methods are available to estimate
the parameters. For example, Blei et al. (2003) proposed both efficient approx-
imate inference techniques based on variational methods and an EM algorithm
for empirical Bayes parameter estimation. In this study, we used the Bayesian
method based on Gibbs sampling for our data analysis.

In topic modeling, the number of topics is often unknown and needs to be
determined. In this study, c-fold cross-validation (CV) was used. The basic idea
of CV is to divide the data into c folds, or c subsets. Each time, one uses c−1 folds
of data to fit a topic model and then uses the left out fold of data to calculate the
statistic–perplexity–to evaluate the model fit (Grün & Hornik, 2011). This can
be done for different numbers of topics and the model with the close-to-smallest
perplexity can be chosen as the one with the optimal number of topics.

Although the LDA was initially conducted on individual words, research has
shown that including phrases of a sequence of words can lead to improved topic
quality (e.g., Lau, Baldwin, & Newman, 2013; Nokel & Loukachevitch, 2015).
Therefore, in our study, we included individual words, two-word phrases, and
three-word phrases in our topic model.

3 Results

3.1 Term Frequency

The word cloud in Figure 1 displays the 167 words that were used at least 50
times in the descriptions of the 1,276 courses after removing stopwords. Not
surprisingly, the most widely used word was “data”, for a total of 2,322 times.
The words “analysis”, “model”, “method”, “learning”, and “system” were each
used more than 500 times. Other commonly used words include “algorithm”,
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Figure 1: Frequency of individual words used in all course descriptions

“regression”, “modeling”, “programming”, and “visualization”. From the fre-
quency analysis, we can see the basic focuses of the data science courses in this
study were data analysis, modeling, and data visualization.

Figure 2 shows the top 30 most frequently used two-word phrases and three-
word phrases in all course descriptions. Each two-word phrase was used at least
29 times and each three-word phrase was used at least 7 times. These phrases are
generally names of analytical models and methods such as “machine learning”,
“data mining”, “linear regression”, “natural language processing”, and “princi-
pal component analysis”. We also looked into four-word phrases but only found
several to be informative including “markov chain monte carlo” (8 times), “rela-
tional database management system” (8 times), “unsupervised machine learning
algorithm” (3 times), and “multivariate time series analysis ” (3 times).

3.2 Topic Modeling

To determine the number of topics, we first conducted a 5-fold cross-validation.
We varied the number of topics from 2 to 25 and calculated the perplexity of
the model with a given number of topics. The R package topicmodels (Grün &



Operational Definition of Data Science 7

data management

regression model

information retrieval

data collection

database system

differential equation

social network

linear algebra

linear model

cloud computing

computer vision

language processing

object oriented

hypothesi testing

logistic regression

statistical method

computer science

natural language

relational database

information system

data structure

deep learning

linear regression

programming language

data visualization

neural network

time series

real world

data mining

machine learning

0 50 100 150 200

(a) Two-word phrases

distributed file system

convolutional neural network

finite element method

hidden markov model

linear regression model

ordinary differential equation

relational database management

statistical programming language

monte carlo method

monte carlo simulation

partial differential equation

simple linear regression

principle componenet analysis

python programming language

machine learning method

social network analysis

maximum likelihood estimation

generalized linear model

time series model

central limit theorem

multiple linear regression

object oriented programming

time series analysis

machine learning algorithm

database management system

principal component analysis

exploratory data analysis

support vector machine

geographic information system

natural language processing

0 10 20 30

(b) Three-word phrases

Figure 2: Most frequently used phrases

Hornik, 2011) we used for LDA estimation was sensitive to the seed used for the
Gibbs sampling algorithm. Therefore, we tried 100 different seeds to get 100 sets
of results and then evaluated each set of result to get the best number of topics.
Figure 3 shows the perplexities of a topic model with different numbers of topics
based on one seed. From it, the model with 14 topics had the smallest perplexity
and the perplexity seemed to flatten out after 14 topics. For this particular seed,
we would conclude that the best model was the one with 14 topics. Using the
perplexity plot, we identified the number of topics for all 100 sets of analyses.
Among the 100 sets of analyses, the models with 11, 12, 13, 14, 15, 16, 17, and
18 topics were best models for 1, 7, 35, 27, 20, 4, 5, and 1 times, respectively,
based on the perplexity. Therefore, it suggested a model between 13 to 15 topics
was probably the best for the course descriptions. We then fitted the models
with 13, 14, and 15 topics and investigated the terms and courses associated
with each topic. All considered, we found that the model with 14 topics gave a
clear representation of different topics and therefore based our discussion on the
model with 14 topics.

To understand what each of the 14 topics represented, we first studied the
top 30 words and phrases associated with that topic. The topic words were
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Figure 3: Perplexities of the topic model with different numbers of topics

selected based on the term-scores proposed by Blei and Lafferty (2009). Then,
we assigned each course to the highest likely topic and looked through the names
of the courses. Based on the analysis, we named the 14 topics, each of which can
be viewed as a course to be taught in a data science program. We also identified
the commonly taught subjects in each topic/course. We now discuss each of
the topics in terms of the most frequently used words and phrases. We will
also provide four example classes on each topic from the data science programs
analyzed in our study.

Topic 1. Ethics, Privacy, and Security. The first topic is related to research
ethics, privacy issues, and data security.5 The top relevant words and phrases
associated with the topic include information, management, security, system,
technology, collection, risk, information system, policy, privacy, spatial, ethical,
law, ethic, data collection, geographic information system, data management,
change, impact, individual, market, access, cost, technical, environment, manag-
ing, operation, quantitative, internet, and document. A course in this topic can
discuss subjects such as ethics and policy in data analysis, information policy
and ethics, data privacy and security, particularly in security and governance of
big data, and cyber data security and policy. Example classes include Behind the

5 Note that the order of the named topics might not be the same as the output of the
topic modeling in R and does not reflect the relative importance of the topics.
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Data: Humans and Values, Ethics of Big Data, Cyber Security Law & Policy,
and Ethics, Privacy, Security and Governance of Big Data.

Topic 2. Database Structure and Database Management. The second
topic is on database/data structure and database/data management. The top
relevant words and phrases associated with the topic include database, sys-
tem, relational, sql, distributed, parallel, query, architecture, hadoop, relational
database, processing, structured, database system, management, mapreduce,
memory, transaction, unstructured, storage, query language, database design,
management system, database management, file, warehousing, database man-
agement system, physical, unstructured data, managing, and selected. A course
in this topic can discuss subjects such as different types of database systems,
different types of data, database processing and information retrieval, database
management systems, big data, and data warehousing. Example classes include
Big Data and NoSQL Program, Large-Scale Database Systems, Principles of
Database Management Systems, and Databases and Data Management.

Topic 3. Data Visualization. The third topic is mainly about visualization,
graphical display of data, and exploratory data analysis. The top relevant words
and phrases associated with the topic include visualization, tool, principle, com-
munication, data visualization, effective, explore, visual, exploratory, graphic,
interactive, insight, exploratory data, exploratory data analysis, critical, per-
ception, technical, apply, aspect, dataset, biology, goal, complex, driven, find-
ing, human, trend, quantitative, environment, and graphical. A course in this
topic can discuss subjects such as data visualization techniques and tools, data
preparation and preprocessing methods, and types of statistical graphs. Example
classes include Data Visualization, Information Visualization and Infographics,
Visualization of Complex Data, and Data Presentation and Visualization with
R.

Topic 4. Algebra. The fourth topic mainly concerns algebra and optimiza-
tion methods. The top relevant words and phrases associated with the topic
include linear, system, function, space, component, matrix, transformation, vec-
tor, form, algebra, decomposition, map, reduction, properties, element, linear
algebra, spectral, principal, rprogram, dimensional, standard, clustering, cross,
dimension, computation, finding, theoretical, equation, primary, principal com-
ponent analysis. A course in this topic can discuss subjects such as linear and ma-
trix algebra, and numerical methods. Example classes include Numerical Linear
Algebra, Computational Algebra, Linear Programming, and Matrix Algorithms
for Data Science.

Topic 5. Mathematical Foundations and Modeling. This topic is on foun-
dation of mathematics and mathematical modeling. The top relevant words and
phrases associated with the topic include theory, mathematical, optimization,
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processes, simulation, financial, discrete, stochastic, finance, economic, engineer-
ing, modeling, equation, numerical, differential, integration, procedure, differen-
tial equation, classical, operation, calculus, transform, continuous, generation,
complexity, dynamic, function, complex, control, and matlab. A class on this
topic would focus on basic knowledge and foundations of mathematics, opti-
mization methods, and mathematical modeling. Example courses include Fun-
damentals of Computational Mathematics, Mathematical Modeling, Mathematics
for Data Scientists, and Simulation & Optimization.

Topic 6. Probability Theory and Statistical Inference. This topic is about
basic probability theory and statistical inference. The top relevant words and
phrases associated with the topic include statistical, statistic, distribution, esti-
mation, probability, inference, testing, random, bayesian, hypothesis, sampling,
variance, sample, hypothesis testing, variable, likelihood, interval, maximum,
conditional, parameter, nonparametric, bayes, maximum likelihood, measure,
statistical method, limit, prior, statistical inference, confidence, and statistical
analysis. A course in this topic would focus on traditional probability and in-
ference topics such as different types of distributions, random variables, sam-
pling distributions, hypothesis testing, and maximum likelihood method. Exam-
ple classes include Mathematical Statistics, Probability and Statistics for Data
Science, Bayesian Statistics, and Statistical Inference for Data Science.

Topic 7. Statistical Models. This topic focuses on different types of statistical
models for data analysis. The top relevant words and phrases associated with the
topic include model, regression, time series, multiple, linear regression, selection,
linear, variable, simple, statistical, logistic, forecasting, logistic regression, linear
model, parametric, response, regression model, factor, generalized, experimen-
tal, interpretation, time series analysis, hierarchical, modeling, multiple linear
regression, comparison, sequence, nonlinear, statistical method, and classical.
A course in this topic would discuss different types of statistical models such
as linear and generalized linear models. Example classes include Linear Models
for Data Science, Multivariate Data Analysis, Applied Regression Analysis, and
Experimental Design.

Topic 8. Statistical Software and Programming. This topic is related to
statistical software and basic programming for data analysis. The top relevant
words and phrases associated with the topic include programming, algorithm,
structure, graph, python, programming language, data structure, tree, match-
ing, flow, efficient, dynamic, complexity, sequence, sorting, object oriented pro-
gramming, matlab, framework, algorithmic, driven, advanced, code, operation,
dataset, package, internet, ethical, measurement, program, and single. A course
in this topic could teach how to use software such as R, MATLAB, and Python
for data analysis, software programming, and data computing. Example classes
include Statistical Programming in R, Systems and Technologies: Python, Python
for Data Analysis, and SAS Programming.
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Topic 9. Machine Learning and Deep Learning This topic is about ma-
chine learning and deep learning methods and techniques. The top relevant words
and phrases associated with the topic include learning, machine, machine learn-
ing, deep, neural network, neural, deep learning, supervised, unsupervised, clas-
sification, clustering, tree, artificial, support vector, unsupervised learning, sup-
port vector machine, learning algorithm, reinforcement learning, feature, graphi-
cal, reinforcement, learning method, decision tree, supervised learning, training,
support, mean, dimensionality, machine learning algorithm, and recognition. A
course on this topic would introduce different machine learning and deep learn-
ing methods and techniques. Example classes include Neural Networks and Deep
Learning, (Applied) Machine Learning, Machine Learning and Big Data, and
Deep Learning.

Topic 10. Business Analytics and Data Mining. This topic is about data
mining and business intelligence techniques and methods. The top relevant words
and phrases associated with the topic include business, decision, mining, data
mining, modeling, intelligence, pattern, predictive, classification, marketing, sup-
port, prediction, discovery, identify, association, customer, domain, bioinformat-
ics, tool, healthcare, clustering, organizational, implementing, organization, en-
terprise, life, topic, descriptive, implement, and exploration. Such a course would
be different from a course on machine learning and deep learning in terms of the
subjects taught. Example classes include Data Mining, Financial Data Mining,
Business Analytics and Data Mining, and Business Analytics Fundamentals.

Topic 11. Network Analysis and Text Mining. This topic is about net-
work analysis and text mining/natural language processing. The top relevant
words and phrases associated with the topic include network, language, social,
web, text, natural, processing, human, search, media, retrieval, natural language,
interaction, relationship, social network, natural language processing, language
processing, information retrieval, topic, social media, document, probabilistic,
indexing, extraction, graph, measure, standard, business, algorithm, and gener-
ation. A course on this topic can teach different types of network models, text
mining, and graph theory. Example classes include NLP: Computational Mod-
els of Social Meaning, Natural Language Processing, Text Mining, and Social
Network Analysis.

Topic 12. Cloud Computing and Big Data Analysis. This topic is on com-
puting in the cloud and analysis of big data. The top relevant words and phrases
associated with the topic include real, computing, world, program, cloud, rpro-
gram, practical, industry, technologies, apply, scale, platform, cloud computing,
real world data, dataset, life, aspect, framework, infrastructure, manipulation,
cluster, language, cleaning, storage, computation, experimental, survey, internet,
statistical method, and quantitative. A class on this topic would focus on how to
conduct cloud computing and how to mining data in the cloud. Example courses
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include Cloud Computing, Big Data Technologies, Big Data Analysis, and Cloud
Computing for Data Analytics.

Topic 13. Software Design and Software Engineering. This topic is about
software design and software engineering. The top relevant words and phrases
associated with the topic include design, software, advanced, implementation,
object, user, oriented, control, interface, implement, engineering, common, level,
survey, art, software development, package, effect, quality, cycle, code, libraries,
experiment, strategies, environment, access, model, exploration, relationship,
and real. A course on this topic can teach how to design and develop soft-
ware, software environment and fundamentals of programming. Example courses
include Programming for Data Science, Software Engineering, Introduction to
Software Development, and Computer Systems Programming.

Topic 14. Applications. This topic is related to the application of data sci-
ence in different disciplines particularly heath. A notable area is computer vision
and image processing. The top relevant words and phrases associated with the
topic include computer, computational, image, health, field, foundation, vision,
digital, processing, computer science, detection, public, level, goal, medical, the-
oretical, biological, domain, object, recognition, limited, measurement, extrac-
tion, quantitative, interpretation, discipline, feature, organization, filtering, and
interpret. A course on this topic may focus on a particular area of applications.
Example courses include Computer Vision, Health Data Science, Introduction to
Biomedical Informatics, and Genomics Analytics.

4 Discussion

Through the analysis of the descriptions of more than 1,200 courses from 56 data
science programs offered in the United States, we identified 14 topics or themes
that are common in data science training. They are Ethics, Privacy, and Security,
Database Structure and Database Management, Data Visualization, Algebra,
Mathematical Foundations and Modeling, Probability Theory and Statistical
Inference, Statistical Models, Statistical Software and Programming, Machine
Learning and Deep Learning, Business Analytics and Data Mining, Network
Analysis and Text Mining, Cloud Computing and Big Data Analysis, Software
Design and Software Engineering, and Applications. All 14 topics contributed
about equally to the contents of all the courses analyzed in the study, with
Probability Theory and Statistical Inference contributing the most, 7.39% and
Algebra the least, 6.94%.

Data science training or even a single course is often an integrated unit.
Therefore, the 14 topics are more or less related and can share the same contents,
as reflected in terms associated with the topics. For example, when teaching
the discipline-specific applications, it cannot be avoided to discuss data mining
and machine learning techniques, data visualization, and data management to
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demonstrate their utilization. The 14-topic model in our study includes the fol-
lowing two topics – “Business Analytics and Data Mining” and “Machine Learn-
ing and Deep Learning”. Although the two topics shared some same subjects,
Business Analytics and Data Mining seemed to focus more on traditional big
data techniques often developed in the statistics discipline such as classification
and regression tree, mixture model, and discriminant analysis as well as business
intelligence. Machine Learning and Deep Learning, on the other hand, covered
more topics developed in the computer science discipline such as different types
of learning methods, neural network, pattern recognition, and support vector
machine techniques. Similarly, we identified a topic on Statistical Software and
Programming as well as a topic on Software Design and Software Engineering.
The former focused more on the use of software such as R, Python, and MAT-
LAB for practical data analysis and the latter concerned more about software
development.

Although fourteen topics provided the best result for our topic model based
on cross-validation, the fourteen topics did not necessarily cover all the topics
offered in all data science programs analyzed in the study. For example, in the
process of understanding the meaning of each topic, we found that Computer
Vision stood out as an important topic taught in the data science programs. In
addition, some of the topics might be split into multiple topics. For example,
the topic of Business Analytics and Data Mining can be split into two. Network
Analysis and Text Mining can also be viewed as two separated but closely related
topics.

Among the fourteen topics, Algebra, Mathematical Foundations and Model-
ing, Probability Theory and Statistical Inference, Statistical Models, and Statis-
tical Software and Programming are arguably the traditionally strong areas of
the discipline of statistics. Database Structure and Database Management, Ma-
chine Learning and Deep Learning, Network Analysis and Text Mining, Cloud
Computing and Big Data Analysis, and Software Design and Software Engi-
neering can be viewed as emerging and important areas in the discipline of
computer science. Data Visualization and Data Mining have been the focuses of
both statistics and computer science disciplines. Ethics, Privacy, and Security is
becoming an important topic in both disciplines. The fourteen topics together
speak unequivocally that data science is an interdisciplinary area that integrates
statistics, computer science, and substantive fields (Applications).

We have chosen to focus on fourteen topics in the analysis. If only thirteen
topics were kept, the topic “Software Design and Software Engineering” would
drop out. On the other hand, if fifteen topics were used, then “Network Analysis”
and “Text Mining” can be broken into two topics.

Although we arrived at the identified topics through empirical analysis of
course descriptions, these topics aligned well with the existing literature. Par-
ticularly, they were consistent with the Data Science Knowledge Framework
by Fayyad and Hamutcu (2020). Our results also reflected the finding by Gor-
man and Klimberg (2014). In their study, they analyzed the curriculum of 17
business analytics programs and interviewed 11 programs. The 14 subjects that



14 Zhang, Z. & Zhang, D.

they identified, such as Introduction to Statistics, Regression, Multivariate, and
Time Series Analysis, seemed to mostly fall within the scope of applied statistics.
However, they also pointed out three trending developments including Big Data:
Internet of Things, Unstructured Data and Semantic Analysis, and Network An-
alytics. In another study, Song and Zhu (2016) investigated both undergraduate
(7 in total) and graduate (15 in total) curricula in data sciences and proposed
several approaches for data science educations. The topics identified in our study
can be combined with their approaches. Overall, our study provides additional
empirical support to the existing literature for understanding what is data sci-
ence.

4.1 Limitations

Our study has several limitations. First, the analysis used data only from the
programs with “Data science” in their titles. There are many data analytics and
business analytics programs tracked by IAA. In practice, the differences in “Data
science” and “Business analytics” might not be large. It can be interesting to see
whether the course information from the programs can be combined for more
comprehensive data analysis. Second, the findings in this study were based on
the analysis of course descriptions from data science programs in academic insti-
tutes. However, the results may or may not align with industry/applied/business
applications of data science. In the future, the results can be compared to the
analysis of other information, such as job postings for data science positions, to
identify potential similarities and differences between academic training in data
science and data science as practiced in industry. Third, we only considered the
data science programs in the US. The findings may not be generalized to other
countries.

4.2 Conclusion

The goal of this study is to understand what data science is through the mining
of the courses offered by data science programs in the US to hopefully provide a
better definition of data science. We adopted a bottom-up approach to mining
the description information of individual courses taught in current data sciences
programs. Although we identified fourteen topics among all the courses, it is still
difficult to provide a concise and conclusive definition of data science. However,
we believe our results can provide useful information on how to operate data
science programs. The results of our study further reiterate the notion that data
science is at the intersection of statistics, computer science, and applications.
A major contribution of our study is to provide empirical support to a better
understanding of data science.
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